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72-GPU Scalable Unit SRS-GB200-NVL72-M1

GPUs

(CPUs
Compute Trays

NVLink Switch
Trays

Power Shelves

Rack Dimensions
(mm)

Liquid Cooing
Options

Subject to change

72x NVIDIA Blackwell B200 GPUs
36x NVIDIA 72-core Grace Arm Neoverse V2
18x TU ARS-121GL-NBO

9x NVLink Switch, 4-ports per compute tray connecting 72
GPUs to provide 1.8TB/s GPU-to-GPU interconnect

8x 1U 33kW (6x 5.5kW PSUs), total power 132kW
W 600xD 1068 x H 2236

« Txin-rack Supermicro 250kW capacity (DU with redundant
PSU and dual hot-swap pumps

« 1.3MW capacity in-row (DU

« 180kW/240kW capacity liquid-to-air solutions for facilities
without cooling tower and water supply
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Compute Tray ARS-121GL-NBO

1U Liquid-cooled System with 2x NVIDIA GB200 Grace Blackwell

Overview Superchips

Gumsgy BT G e 1P

GPU Memory Up to 384GB HBM3e per Superchip (768GB per tray)
(PU Memory Up to 480GB LPDDRS5X per Superchip (960GB per tray)
Networking 4x NVIDIA NVLink Switch ports

Storage 8x E1.S PCle 5.0 drives

Power Supply Shared power through 4+4 rack power shelves

Subject to change
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NVIDIA HGX B200 8-GPU SuperCluster
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64-GPU Scalable Unit
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 8x NVIDIA HGX B200 8-GPU/Zv%

e 64x NVIDIA B200 Tensor Core GPU

o SYJ8zh8x 1440GB HBM3e
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GPUs 8x NVIDIA HGX B200 8-GPU (64 GPUs)
CPUs 16x Intel® Xeon® 6 or AMD EPYC™ 9005 Series Processors
GPU Systems 8x SYS-422GA-NBRT-LCC/ AS -4126GS-NBR-LCC
NVLink 5th Generation NVIDIA NVLink at 1.8TB/s
« NVIDIA Quantum-2 InfiniBand 400G NDR
Networking* « NVIDIA Spectrum-X Ethernet 400Gb/s

- 2x Ethernet ToR management switch

Rack Dimension*

48U 800mm x 1200mm

« Ixin-rack Supermicro 250kW capacity CDU with redundant
PSU and dual hot-swap pumps

Liquid Cooing*

+ 1.3MW capacity in-row (DU

« 180kW/240kW capacity liquid-to-air solutions for facilities
without cooling tower and water supply

*Subject to change
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4U 8-GPU System

SYS-422GA-NBRT-LCC/ AS-4126GS-NBR-LCC

Overview 4U Liquid-cooled System with NVIDIA HGX B200 8-GPU
(PU Dual Intel® Xeon® 6 or AMD EPYC™ 9005 Series Processors
Memory « Up to 6TB DDR5-6400 or MRDIMM 8800MT/s (Intel)

« Up to 9TB DDR5-6000 (AMD)

U NVIDIA HGX B200 8-GPU (180GB HBM3e per GPU)
1.8TB/s NVLink GPU-GPU interconnect with NVSwitch

« 8x NVIDIA ConnectX®-7 or BlueField®-3 SuperNICs

+ 2x NVIDIA ConnectX®-7 Dual-port 200Gbps/NDR200 QSFP112
Networking* NICs

« 1:1 networking to each GPU to enable NVIDIA GPUDirect RDMA

and Storage
Storage 8 front hot-swap 2.5” PCle 5.0 x4 NVMe drive bays
Power Supply 4x 6.6kW redundant Titanium Level power supplies

*Subject to change.




32-GPU Scalable Unit

GPUs

(PUs
GPU Systems
NVLink

Networking*

Rack Dimension

*Subject to change
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¢ 4x NVIDIA HGX B200 8-GPU/5v%

e 32x NVIDIA B200 Tensor Core GPU
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4x NVIDIA HGX B200 8-GPU (32 GPUs)

8x Intel® Xeon® 6 or AMD EPYC™ 9005 Series Processors
SYS-A22GA-NBRT or AS -A126GS-TNBR

5th Generation NVIDIA NVLink at 1.8TB/s

« NVIDIA Quantum-2 InfiniBand 400G NDR

« NVIDIA Spectrum-X Ethernet 400Gb/s

- 2x Ethernet ToR management switch

48U 750mm x 1200mm
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10U 8-GPU System

Overview 10U Air-cooled System with NVIDIA HGX B200 8-GPU
CPU Dual Intel® Xeon® 6 or AMD EPYC™ 9005 Series Processors
Memory . gp to 6TB DDR5-6400 or MRDIMM 8800MT/s (Intel)
- Up to 9TB DDR5-6000 (AMD)
U - NVIDIA HGX B200 8-GPU (180GB HBM3e per GPU)

« 1.8TB/s NVLink GPU-GPU interconnect with NVSwitch

« 8x NVIDIA ConnectX®-7 or BlueField®-3 SuperNICs

+ 2x NVIDIA ConnectX®-7 Dual-port 200Gbps/NDR200 QSFP112
Networking* NICs

« 1:1 networking to each GPU to enable NVIDIA GPUDirect RDMA

and Storage
Storage 10 front hot-swap 2.5” PCle 5.0 x4 NVMe drive bays
Power Supply 6x 5250W redundant Titanium Level power supplies

*Subject to change







